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The Big Picture 
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Agenda
➢ Background

○ Graph Regression & Classification
○ Graph Neural Network (GNN)
○ Expressivity & Universality

● From Stars to Subgraphs 
● GNN-AK: Boosting Expressivity for Any GNN
● SubgraphDrop: Improving Scalability
● Experiments
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Graph Regression & Classification
● Regression & Classification

● Graph Regression & Classification

● Graph Representation Learning
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Graph Regression & Classification
● Real-world Problems 

Chip Placement 
[Mirhoseini et. al 2021]
Mirhoseini, Azalia, et al. "A graph placement methodology for fast chip design." Nature (2021) 5



Graph Regression & Classification
● Real-world Problems 

Drug Discovery
Halicin
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Graph Regression & Classification
● Real-world Problems 

Cheminformatics
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Graph Neural Network

● Input Graph   
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Graph Neural Network
● Architecture: stacking message passing layers  
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Graph Neural Network
● (t-th) Message Passing Layer  
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Graph Neural Network
● Pool Layer

● Sum or Mean
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Expressivity & University
● MLP is universal function approximator

○ Function space: Functions over Euclidean space
○ Given enough neurons.

  
● How about GNN?

○ Function space: Functions over graph space 
○ GNN is NOT universal approximator!
○ Universal approximator over graph ⇔ Solving graph 

isomorphism test problem [Chen et al. 19]
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Expressivity & University
● Graph isomorphism test

○ NP-intermediate Problem (if P!= NP)
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Expressiveness & Universality
● Weisfeiler-Lehman Isomorphism Test (1-WL) 

○ t-th iteration

○ Output histogram of colors after T iterations. 14



Expressivity & University
● The expressivity of GNN

○ Upper bounded by 1-WL test [Xu et al. 19]
○ Cannot 

■ Find cycles
■ Find triangles
■ Calculate diameter 
■ Distinguish regular graphs
■ …

● How to improve expressivity efficiently?
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Agenda
● Background
➢ From Stars to Subgraphs 

○ Subgraph-1-WL 
○ Subgraph-1-WL*
○ Theoretical Analysis

● GNN-AK: Boosting Expressivity for Any GNN
● SubgraphDrop: Improving Scalability
● Experiments
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Bottleneck of 1-WL
● The star pattern

Star
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Bottleneck of 1-WL
● Example: two non-isomorphic regular graphs

● All stars are the same: 
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From Stars to Subgraphs
● Go beyond star
● Subgraphs are NOT 

same! 
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Subgraph-1-WL 
● 1-WL

● Subgraph-1-WL
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Subgraph-1-WL*
● HASH a graph is not trivial! 
● Solution: a weaker version - Subgraph-1-WL* 
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Theoretical Analysis
● How expressive is Subgraph-1-WL?

○ Strictly more powerful than 1&2-WL 
○ No less powerful than 3-WL

● Expressivity upper bound: 
For any k>=3, exist a pair of k-WL-failed graphs that 
cannot be distinguished by Subgraph-1-WL 
 

● Established sufficient conditions for successful 
isomorphism test using Subgraph-1-WL

See proofs in paper. 
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Agenda
● Background
● From Stars to Subgraphs 
➢ GNN-AK: Boosting Expressivity for Any GNN

○ General formulation 
○ GNN-AK
○ GNN-AK+

● SubgraphDrop: Improving Scalability
● Experiments
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GNN-AK: the neural version Subgraph-1-WL* 
● Under sufficient condition, GNN is as expressive as 

1-WL [Chen et al. 19]
● Subgraph-1-WL* 

● GNNAsKernel
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GNN-AK
● t-th layer of GNN

● t-th layer of GNN-AK

Encoding of Star[v]

Encoding of Subgraph[v] via a GNN

Subgraph node embeddings pre pool 25



GNN-AK+: more powerful than GNN-AK
● Additional one type of encoding: context encoding

● Using Distance-To-Centroid feature
○ Free feature calculated during subgraph extraction
○ Help expressivity

[Li et al. 2020]*

* [Li et al. 2020] shows pairwise shortest path distance can help improving expressivity. 26



Visualization
● 1 layer of GNN-AK(+)
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Agenda
● Background
● From Stars to Subgraphs 
● GNN-AK: Boosting Expressivity for Any GNN
➢ SubgraphDrop: Improving Scalability

○ Complexity Analysis
○ Drop Subgraphs in Training

● Experiments
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SubgraphDrop: Improving Scalability
● Complexity Overheard Analysis

○ t-th layer of GNN:
 

○ t-th layer of GNN-AK(+):

● How to reduce this overhead?
○ Reduce subgraph size 
○ Reduce number of subgraphs 
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Reduce Number of Subgraphs
● Subsampling some subgraphs?

           Still throw out informations 
● Solution: 

○ Only randomly drop subgraphs during training!
■ Every subgraph is used across epochs

○ Still use ALL subgraphs during evaluation 

● Difficulty:
○ Handling misalignment between train and evaluation



Handling misalignment 
● Context Encoding

○ Scale is smaller during training
○ Solution: scale it up

● Centroid & Subgraph Encoding
○ Some nodes don’t have encoding 
○ Solution: estimate them by propagation 



SubgraphDrop: Improving Scalability
● Each node is covered R times by sampled subgraphs. 
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Agenda
● Background
● From Stars to Subgraphs 
● GNN-AK: Boosting Expressivity for Any GNN
● SubgraphDrop: Improving Scalability
➢ Experiments

○ Expressivity Verification 
○ The Ability in Counting Substructures 
○ The Ability in Regressing Graph Properties 
○ Real-World Performance 
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Experiment: Expressivity Verification
● EXP: 600 pairs of 1-WL-failed

graphs, split into 2 classes. 
● SR25: 15 3-WL-failed graphs,

15-class classification.
● Base GNNs

○ GCN [Kipf & Welling, 2017]
○ GIN [Xu et al., 2018]
○ PNA [Corso et al., 2020]
○ PPGN [Maron et al., 2019a]

(more powerful than others)
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Experiment: Counting Substructures 
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Experiment: Regress Graph Properties 
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Experiment: Real-World Performance 
● Datasets:

○ 3 from Benchmarking GNN [Dwivedi et al., 2020]
○ 2 from Open Graph Benchmark [Hu et al., 2020]
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Experiment: Real-World Performance 
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Experiment: Scalability via SubgraphDrop

● Each node is covered R times by sampled subgraphs.
● R = 1: similar resource usage as base GNN
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Summary
● GNN-AK: The first general framework of uplifting 

GNN with theoretical support, great scalability, 
and remarkable practical performance.

● Code: https://github.com/GNNAsKernel/GNNAsKernel
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Thank you! 

https://github.com/GNNAsKernel/GNNAsKernel

