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INTRODUCTION
Message-passing based Graph Neural Networks
(GNN) are appealing for being efficient and
scalable, however their expressiveness is upper-
bounded by the 1st-order Weisfeiler-Leman iso-
morphism test (1-WL). Prior works propose
highly expressive models at the cost of scalabil-
ity and generalization performance.

Our Contribution:
• we introduce a general framework to uplift

any message-passing GNN to be more expres-
sive, with limited scalability overhead and
greatly improved practical performance

• we show that our framework is strictly more
powerful than 1&2-WL, and is not less pow-
erful than 3-WL

• we also design a sampling strategy to greatly
reduce memory footprint and improve speed
while maintaining performance

BACKGROUND
• Weisfeiler-Lehman Isomorphism Test(1-WL)

1-WL iteratively recolors nodes. At t-th itera-
tion every node follows:
c(t)(v) = HASH

(
c(t−1)(v), {c(t−1)(u)|u ∈ Nv}

)

As visualized above, the recoloring formula-
tion is equivalent to hashing the "star" around
a node to the node’s new color

• Botteckneck of hashing "star"

All stars are the same, 1-WL fails to distin-
guish them

FROM STARS TO SUBGRAPHS
• Subgraph is better than star

1-hop egonet based subgraphs in A and B are
different. Hashing the subgraph of a node to
its color can successfully distinguish A and B.

• Design 1: Subgraph-1-WL

• Design 2: Subgraph-1-WL∗

• Neural version: GNNAsKernel (GNN-AK)

• Theorems of expressiveness

– Strictly more powerful than 1&2-WL
– No less powerful than 3-WL
– For any k>=3, exist a pair of k-WL-failed

graphs that cannot be distinguished by
Subgraph-1-WL

REALIZATION (ARCHITECTURE)

SUBGRAPHDROP
To further improve scalability and practical-
ity, we propose a subgraph sampling training
method motivated from Dropout.
• Training: at every epoch, randomly drop (a

large amount of) subgraphs.
• Testing: use ALL subgraphs.
It speeds up training and reduce memory cost 5
to 10 times without sacrificing any performance.

EXPERIMENTS ON REAL-WORLD DATASETS

VARIFY EXPRESSIVENESS
EXP contains 1-WL failed graphs; SR25 contains 3-WL failed graphs;
Substructure and graph property are performed on random graphs.


